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A classic question in visual working memory (VWM) research is whether features from the same object
are bound directly in an integrated representation or are maintained separately and bound only indirectly
though shared location. Here, we examined this question using a novel method that probed the effects of
VWM on the guidance of attention (rather than requiring explicit access to VWM content, as has typi-
cally been used). Participants remembered two color-shape conjunction objects. During a retention-
interval search task, they searched for a target letter among distractor letters superimposed over color-
shape conjunction items. There were two critical conditions. In the same-object-match condition, one
search item matched both the color and shape of a single remembered object. In the different-object-
match condition, one search item matched the color from one remembered object and the shape from
the other. Robust effects of VWM-based guidance were observed, both when probing the incidental
guidance of attention (Experiments 1 and 2) and the strategic guidance of attention (Experiment 3).
Critically, in none of the experiments was the magnitude of guidance greater for same-object-match
than for different-object-match. The results indicate that the representational units of guidance from
VWM are individual features rather than integrated objects.
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We perceive and remember the visual world in terms of discrete vis-
ual objects that are composed of values on different feature dimen-
sions. One of the core debates in the field of visual working memory
(VWM) is how those features are bound together. Feature values from
the same perceptual object may be directly bound to each other within
an integrated VWM representation (Luck & Vogel, 1997; Vogel et al.,
2001). Alternatively, feature values from a perceptual object may be
maintained separately (Bays et al., 2011; Fougnie & Alvarez, 2011;
Fougnie et al., 2013; Wheeler & Treisman, 2002) and bound only indi-
rectly by virtue of being associated with the same spatial location
(Kahneman et al., 1992; Schneegans & Bays, 2017).
Empirically, there are three senses in which VWM operations ex-

hibit object structure. First, feature memory performance is improved
when features are presented within a smaller number of objects rather
than distributed across a larger number of objects (Fougnie et al.,
2013; Olson & Jiang, 2002; Vogel et al., 2001; Wheeler & Treisman,
2002; Xu, 2002a, 2002b). Second, when encoding a task-relevant fea-
ture of an object, irrelevant features are also encoded and can influence
performance; the perceptual object appears to be the primary unit of
encoding (Foerster & Schneider, 2018; Gao et al., 2011; Hollingworth

& Bahle, 2020b; Hollingworth & Luck, 2009; Hollingworth & Matsu-
kura, 2019; Hollingworth et al., 2013a, 2013b; Hyun et al., 2009; Mar-
shall & Bays, 2013; Matsukura & Vecera, 2011; Shen et al., 2013;
Wheeler & Treisman, 2002; Yin et al., 2012; but see Serences et al.,
2009; Woodman & Vogel, 2008). Finally, operations involving access
to VWM representation and their comparison with perceptual input
are often influenced by object location (Hollingworth, 2007; Holling-
worth & Rasmussen, 2010; Jiang et al., 2000; Kahneman et al., 1992).

These three phenomena are potentially consistent with an integrated-
features, direct-binding model of VWM structure (Luck & Vogel,
1997; Vogel et al., 2001). However, they can also be explained under a
separate-features, indirect-binding model (Kahneman et al., 1992;
Schneegans & Bays, 2017). Specifically, the phenomenon of improved
memory performance when features are associated with a smaller num-
ber of objects can be explained by limitations on the number of feature-
location bindings that can be encoded/maintained (Wang et al., 2016).
The phenomenon of object-based encoding (that both relevant and irrel-
evant features are encoded into VWM) can be explained by a close
relationship between perceptual attention and memory encoding (e.g.,
Schmidt et al., 2002), with attentional selection occurring primarily on
the basis of location and object. Finally, object-based effects in access
to VWM representations can be explained by the utility of remembered
location as cue for the retrieval of associated properties (Hollingworth
& Rasmussen, 2010; Kahneman et al., 1992).

To distinguish between integrated- versus separate-feature mod-
els of VWM structure, researchers have probed for correlations
between the report of different features from the same perceptual
object. If features are bound directly to each other in VWM, with
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forgetting occurring at the level of integrated object representa-
tions, then there should be a robust relationship of this type: fea-
tures should tend to be remembered or forgotten together. In
contrast, if feature values are maintained separately, then their rep-
resentational fates may be largely independent. Several studies
have found only weak correlations between the report of different
feature values associated with the same remembered object (Bays
et al., 2011; Fougnie & Alvarez, 2011; Fougnie et al., 2013).
Although such weak correlations do not support direct binding
models, they also fall short of providing unambiguous evidence
for feature independence. However, a possible source of within-
object correlations in these tasks is that they required explicit
access to and report of remembered features. In the course of
explicit report, participants are likely to have used location as a re-
trieval cue (Hollingworth, 2007; Hollingworth & Rasmussen,
2010; Jiang et al., 2000; Kahneman et al., 1992), whether cued by
location or by a nonspatial feature (Schneegans & Bays, 2017).
The binding of feature values to a shared location could have
introduced retrieval contingencies that led to feature report corre-
lations in the absence of any direct feature-to-feature binding.
In the present study, we developed a novel approach to test this ba-

sic representational issue. Instead of requiring explicit report of the
content of VWM, we probed the effects of VWM on other, ongoing
cognitive operations. We exploited the fact that there is a close func-
tional relationship between VWM and attention: VWMmaintains fea-
ture templates that bias attention toward locations containing matching
stimuli during visual search (Bundesen, 1990; Bundesen et al., 2005;
Desimone & Duncan, 1995; Duncan & Humphreys, 1989; Hamker,
2005), and this occurs even when the content of VWM is either irrele-
vant to or in conflict with the current task set, suggesting that guidance
is, to some extent, an automatic process (Olivers, 2009; Olivers et al.,
2006; Soto, Heinke, et al., 2005; Soto & Humphreys, 2009). If VWM
automatically influences the allocation of attention, then we can ask
whether this guidance is more consistent with the predictions of a
direct-integration model or with those of a separate-features model.
That is, if features from an object are directly integrated in VWM,
their effects on the guidance of attention should be strongly linked
(i.e., strong object-based guidance). If, however, features from an
object are maintained independently and bound only indirectly through
shared location, then their effects on the guidance of attention may be
independent (i.e., feature-based guidance). The broad approach does
not require explicit access to remembered items in VWM during the
portion of the trial when binding is probed (attention guidance during
visual search). By eliminating the demand for retrieval, which is likely
to be mediated by location, the present study potentially provides a
more direct test of the core theoretical question of directly integrated
versus separate feature representations.
Surprisingly, no published studies have tested whether the interac-

tion between VWM and spatial attention is influenced by object struc-
ture. Several have demonstrated that task-irrelevant features of objects,
encoded automatically in to VWM, guide attention and gaze (Foerster
& Schneider, 2018; Hollingworth & Bahle, 2020b; Hollingworth &
Luck, 2009; Hollingworth & Matsukura, 2019; Hollingworth et al.,
2013a, 2013b). In these studies, participants remembered objects com-
posed of a feature value on a relevant (tested) dimension and a value
on an irrelevant dimension. Stimuli matching the value on the irrele-
vant dimension reliably recruited attention and gaze, even when
matching values were associated only with distractors. This work pro-
vides clear evidence of object-based encoding into VWM (that both

task-relevant and irrelevant features are encoded, reviewed above), and
it suggests that, once encoded, task-irrelevant features can influence
spatial attention. However, the data fall short of demonstrating that the
guidance process itself—the mechanisms by which VWM representa-
tions influence attentional priority—is object-based. That is, once
encoded, task-irrelevant features could have influenced attentional pri-
ority in a manner that was independent of object structure.

To probe object-based guidance, one would need to test whether
perceptual stimuli that exactly match an object in VWM receive pref-
erential priority relative to matching stimuli that do not but are other-
wise equated for feature overlap (e.g., an equivalent match to the same
number of features but distributed across separate object representa-
tions in VWM). Recently, Bahle et al. (2020) implemented an initial
test of this sort while probing a different theoretical issue, the capacity
of guidance from VWM. Using a redundancy gains paradigm, they
examined simultaneous guidance from multiple features in VWM.
Participants were cued to search for the presence of either of two fea-
tures on a given trial, such as a color and a shape. On target-present tri-
als, the target matched one of the features (single-target) or both
(redundant-target). In the latter condition, guidance from the two fea-
tures was found to violate the race model inequality (Miller, 1982),
suggesting the two feature values coactivated (or summed) on the pri-
ority map used to guide attention. Critically, evidence of coactivation
was observed both in an experiment when the two cued features were
remembered as part of a single object in VWM and in an experiment
when they were associated with different objects. These results are
suggestive, as they demonstrate that an object match is not a necessary
condition for coactive, VWM-based guidance. However, the redun-
dancy gains method used in Bahle et al. can only probe for the pres-
ence of coactivation; it provides no means to compare the magnitude
of coactivation across experiments or conditions. Thus, the Bahle et al.
data cannot address the present question of whether guidance from
VWM is object-based: i.e., more robust when feature matches are
associated with the same object versus different objects in VWM.

To test this question directly, in the present study we translated the
logic of Duncan (1984) to the domain of VWM-based attention guid-
ance. In Duncan’s study, participants were more accurate in reporting
two features when they appeared as part of the same perceptual object
versus when they were split across two overlapping perceptual objects,
indicating that selection was sensitive to object structure and was not
purely space-based. We applied this logic by comparing attentional
guidance generated by a perceptual match to two features from the
same object in VWM versus two features from different objects. In
Experiments 1 and 2, participants performed a visual search task during
the retention interval of a VWM task (Figure 1A). The memory task
required participants to either remember the orientations of two color-
shape conjunction objects (Experiment 1) or to remember the specific
binding of color and shape for each object (Experiment 2). For the
search task, participants searched through three color-shape conjunction
objects to find the one object with a superimposed target letter (‘Q’ or
‘P’) among objects with distractor letters (‘C’ and ‘R’). In the neutral
condition, none of the search objects matched the shape or color of a
remembered object. In the same-object-match condition, one search
object matched both the shape and color from one of the remembered
items. In the different-object-match condition, one search object
matched the shape from one of the remembered items and the color
from the other remembered item. Note that these latter two conditions
were equated for the number of matching features. In addition, in each
of the two match conditions, the target letter either appeared on the
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Figure 1
Experiment 1 Design and Results
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Note. (A) Sequence of events in a trial of Experiment 1. Participants remembered the orientations of two colored shapes for a memory test at
the end of the trial. During the retention interval, they searched among a set of colored shapes for a target letter (‘Q’ or ‘P’) among distractor let-
ters (‘C’ and ‘R’). (B) In the neutral condition, none of the three search objects matched the remembered colors or shapes. In the same-object-
match condition, one of the search objects was an exact match to both the color and the shape of one of the two memory objects. In the differ-
ent-object-match condition, one of the search objects matched the color from one of the memory objects and the shape from the other memory
object. In the two match conditions, the target letter either appeared on the matching object (valid condition) or on one of the two mismatching
objects (invalid condition). The magnitude of the validity effect provides an index of guidance by visual working memory. (C) Mean response
time (RT) in Experiment 1 as a function of match condition and validity. (D) To ensure that both color and shape guide attention in this para-
digm, in a control experiment, matches to memory in the search display were only on a single dimension. Specifically, in the shape-match con-
dition, one search object matched the shape of one of the two memory items (but neither of the colors). In the color-match condition, one of the
search objects matched the color of one the two memory items (but neither of the shapes). (E) Mean RT in the Experiment 1 control as a func-
tion of match condition and validity. In Panels C and E, the values represented by the bars are inset at the base of each bar. Error bars are condi-
tion-specific, within-subject 95% confidence intervals (Morey, 2008). See the online article for the color version of this figure.
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matching object (valid) or on one of the two mismatching objects (in-
valid). VWM did not predict target location, and these experiments
therefore probed the incidental guidance of attention from VWM.
In this method, the magnitude of the expected validity effect on

response time (RT) provides an index of the strength VWM-based
guidance (Hollingworth & Bahle, 2020b). If the guidance of attention
from VWM is strongly object-based, with guidance based on a match
to directly integrated feature representations, we should observe a larger
validity effect in the same-object-match condition than in the different-
object-match condition. If, instead, the guidance of attention from
VWM is purely feature-based, applied independently for each matching
feature, then the combined effects of the individual feature matches
should be equal to the attentional priority derived from an object match,
leading to minimal or no difference between the two conditions.
In Experiment 3, the paradigm was modified to test the strategic

guidance of attention from VWM by either eliminating invalid trials
so that the remembered items predicted the search target (Experiment
3A) or by requiring participants to use the remembered object proper-
ties to locate the search target and identify the superimposed letter on
that object (Experiment 3B). The two critical conditions (same-object
match and different-object match) were again included, with the same
prediction as developed above.
In all experiments, we observed robust attentional guidance by

the content of VWM. Control conditions ensured that both color
and shape guided attention simultaneously in each version of the
paradigm. Critically, there was no difference in guidance between
the same- and different-object-match conditions. That is, the guid-
ance of attention from VWM was not strongly object-based. The
results are consistent with the view that (a) features from the same
object are maintained independently in VWM and bound only
indirectly, and (b) features encoded from the same object have in-
dependent effects on the guidance of attention.

Experiment 1

In Experiment 1, we implemented the basic method illustrated
in Figure 1A. For the memory task, participants remembered the
orientations of two shape-color conjunction objects. We could be
confident that participants would also encode the shapes and colors
of the memory stimuli and that these values would guide attention
(Foerster & Schneider, 2018; Hollingworth & Bahle, 2020b; Hol-
lingworth & Luck, 2009; Hollingworth & Matsukura, 2019; Hol-
lingworth et al., 2013a, 2013b). The critical data came from
validity effects during the search task as a function of same- ver-
sus-different object match. The remembered features were unpre-
dictive of the target location in the search task, probing the
incidental guidance attention from the content of VWM.

Method

Participants

Participants (18–30 years old) were recruited from the University
of Iowa undergraduate subject pool and participated for course credit.
All human subjects’ procedures were approved by the University of
Iowa Institutional Review Board. Given that the research question
here is novel, and there is no existing effect in the literature upon
which to base a power estimate, an N of at least 40 was chosen to
ensure sufficient power to detect a medium-sized effect in the

comparison of the validity effects across same- and different-object
match conditions. Specifically, a sample of 40 has 80% power to
detect an effect of hp

2 = .18 (calculated using Gpower).
Due to novel coronavirus restrictions, the participants completed the

experiment online using their own computers, rather than in the labora-
tory. We expected significant variability in performance and set rela-
tively stringent inclusion criteria. Participants were excluded if less
than 80% of their trials would have been used in the RT analysis
(based on search accuracy and outlier trimming, specified below). Par-
ticipants were also excluded if they performed below 65% correct on
the memory task, as reliable maintenance of the stimuli in memory
was a necessary condition for observing attention guidance. Participa-
tion “slots” were posted online, and the number of participants meeting
inclusion criteria was monitored. Given that multiple participants often
completed the experiment simultaneously, we could not control the
exact number of participants meeting criteria. Sixty-six participants
completed the experiment, with 44 meeting inclusion criteria. Of these
44, 29 were female, 13 were male, and two did not report gender.

Stimuli and Procedure

Because the monitors and viewing distances varied across par-
ticipants, we report stimulus size in absolute pixel values and col-
ors in RGB coordinates. The stimulus displays were 1024 3 768
pixels. All stimuli were presented against a gray (128, 128, 128)
background with a central black dot (16-pixel diameter). The
memory and search objects were each a conjunction of color and
shape. We chose five highly discriminable colors and five highly
discriminable shapes to minimize effects of display monitor vari-
ability. The five colors were yellow (230, 219, 38), red (225, 20,
36), green (44, 234, 25), fuchsia (224, 0, 233), and cyan (62, 230,
229). The five shapes were leaf, bell, paddle, heart, and butterfly.
Each of the stimuli could appear in one of four orientations, with
the principal axis of the object at 45°, 135°, 225°, or 315°.

In the memory sample display, two colored shapes (each 150 3
150 pixels) were centered 110 pixels to the left and right of screen
center. On each trial, the color and shape values were chosen ran-
domly without replacement from the five alternatives on each
dimension. The orientation of each memory sample object was
also selected randomly from the four possible orientations. In the
memory test at the end of the trial, the two memory objects either
retained their original orientations (same response), or one of the
objects changed to a different orientation selected randomly from
the remaining three (changed response). Note that the orientation
memory test did not explicitly require memory for color or shape.
We expected that there would be minimal guidance of attention
from remembered orientation itself (Hulleman, 2020). However,
we could be confident that color and shape would nevertheless be
encoded into memory and would guide attention (Foerster &
Schneider, 2018; Hollingworth & Bahle, 2020b; Hollingworth &
Luck, 2009; Hollingworth & Matsukura, 2019; Hollingworth et
al., 2013a, 2013b). This design largely eliminated the possibility
that participants would strategically attend to matching search
stimuli to improve performance on the memory test. We also
sought to ensure that guidance during search was not governed
solely by color, as color generates particularly robust attentional
guidance (Alexander et al., 2019; Hulleman, 2020; Williams,
1967; Zelinsky, 1996). Orientation information was carried by
shape, so we expected participants to attend more to shape than to
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color during encoding, potentially equating guidance by the two
feature dimensions. This was confirmed in a control experiment,
reported subsequently. Finally, to ensure that participants did not
strategically attend to matching shapes in the search display to
refresh their memory for orientation, on half of the trials with a
shape match, the orientation of the shape in the search display was
changed (to the orientation that would become the changed orien-
tation in the test display). Thus, the orientation of a matching
shape in the search display did not predict the correct response on
the memory test (for similar methods, see Bahle et al., 2018; Hol-
lingworth & Beck, 2016; Olivers et al., 2006).
For the search task, the search array consisted of three object

items (each 150 3 150 pixels) distributed evenly on a virtual
circle around central fixation with a radius of 200 pixels. The
position of the first item was selected randomly from a value of
1° to 360° around the virtual circle. The two remaining items
were offset from this location by 120° and 240°. This varied the
absolute locations of the objects on a trial-by-trial basis, reduc-
ing the possibility that participants would develop a scripted
spatial sequence during search. As illustrated in Figure 1B, in
the neutral condition, the three search objects were randomly
constructed from the three colors and the three shapes not used
in the memory sample display. Thus, there were no matches to
the remembered feature values. In the same-object-match con-
dition, one of the search objects was an exact match to both the
color and shape of one of the two memory objects (randomly
selected). In the different-object-match condition, one of the
search objects matched the color from one of the memory
objects and the shape from the other memory object (matching
features randomly selected). Thus, the two match conditions
were equated for the number of feature matches. (As described
above, when there was a shape match, on half the trials the
matching search item retained the original, remembered orien-
tation, and on half the orientation was changed.) The logic of
the object-match manipulation assumes that attention is guided
by VWM even when multiple objects are maintained in VWM,
which has broad empirical support (Bahle et al., 2018; Bahle &
Hollingworth, 2019; Bahle et al., 2020; Beck & Hollingworth,
2017; Chen & Du, 2017; Fan et al., 2019; Fan et al., 2021; Fra-
tescu et al., 2019; Hollingworth & Beck, 2016; King & Macna-
mara, 2020; B. Zhang et al., 2018; Zhou et al., 2020).
The letters that appeared on the search objects were presented in

the center of each object, extending an average of 8 3 10 pixels.
There were two target letters: ‘Q’ and ‘P’. One of these (randomly
selected) appeared in each search display. The two distractor let-
ters were ‘C’ and ‘R’. These were randomly assigned to the two
remaining search objects. When there was a search object that
matched features in memory, the target letter either appeared on
that object (valid condition) or on one of two the mismatching
objects (invalid condition). The letters were very small so that par-
ticipants would typically inspect the displays via a series of eye
movements (though, of course, we did not monitor gaze position),
which was designed to optimize sensitivity to validity effects (Hol-
lingworth & Bahle, 2020a).
The experiment was programmed in Python-based OpenSesame

software (Mathôt et al., 2012) and converted to Javascript, using
the OSWeb toolbox, for web-based delivery. A JATOS server
maintained by the University of Iowa managed online presentation
and data collection. After signing up for the study, participants

followed a web link to a server address hosting the experiment.
They first provided informed consent. They were then given
instructions about how to optimize online performance: (a) find a
location with minimal distraction, (b) take breaks when needed but
complete the experiment in a single session, (c) put the browser
into “full screen” mode, and (d) close other browser or app win-
dows. They then received instructions specific to the experimental
task.

The sequence of events in a trial is illustrated in Figure 1A.Partici-
pants were instructed to rest their thumbs on the spacebar, their left
index finger on the ‘Q’ key, and their right index finger on the ‘P’
key. Each trial began with a display instructing participants to “Press
SPACEBAR to start next trial” (not pictured in Figure 1A). After
doing so, there was a 300-ms delay (fixation dot only), followed by
presentation of the memory sample display for 900 ms, a 700-ms ISI,
the search array until response, a 200-ms ISI, and the memory test
display until response. Participants were instructed to respond to the
search task as quickly and accurately as possible and to respond as
accurately as possible to the memory test. For the search task, partici-
pants pressed the ‘Q’ or ‘P’ key to indicate target identity. For the
memory test, they used the same keys to indicate whether the orienta-
tions were the same (‘Q’ key) or one had changed (‘P’ key). Feed-
back was provided for the memory task to encourage participants to
maintain the memory sample across the trial (not pictured in Figure
1A). Trials with a correct memory test response were immediately
followed by a “smiley” face icon (character U þ 1F603) for 200 ms.
Trials with an incorrect memory response were followed by a “neu-
tral” face icon (character U þ 1F611) for 400 ms. Feedback was not
provided for the search task.

Participants first completed a practice block of 20 trials. Next, they
completed nine blocks of experimental trials. Each block contained 40
trials: 16 trials in the neutral condition and 24 trials in the match condi-
tions. The 24 match trials in a block were evenly split between same-
object-match and different-object-match. Within these sets of 12 trials,
four were in the valid condition and eight in the invalid condition.
Thus, when there was a matching object, the target letter was no more
likely to appear on that object than on either of the two nonmatching
objects: memory match did not predict target location. Finally, within
the set of 24 match trials in a block, half presented the matching shape
in the remembered orientation and half in a changed orientation.
Within a block, trials from the various conditions were randomly inter-
mixed. Participants completed a total of 360 experimental trials. The
entire experiment lasted approximately 45 min.

Data Analysis

Data from all experiments are available online in an Open Sci-
ence Framework repository (https://osf.io/gkvnb/). Mean accuracy
on the search task was uniformly high (see Table 1). There was no
reliable effect of match condition (neutral, same object, different
object), F(2, 86) = .541, p = .584, adj hp

2 = �.011.1 For the two
match conditions, there was also no effect of validity on search ac-
curacy, F(1, 43) = 2.76, p = .104, adj hp

2 = .038.
Mean accuracy data for the memory task are reported in Table

1. There was no reliable effect of match condition (neutral, same
object, and different object), F(2, 86) = 1.04, p = .359, adj hp

2 =

1We report adjusted h2, which removes the positive bias inherent in
standard h2 (Mordkoff, 2019).
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.001. For the two match conditions, there was also no effect of va-
lidity, F(1, 43) = .020, p = .889, adj hp

2 = �.023. Finally, there was
no effect of whether the matching shape feature in the search dis-
play was presented in the same or in a changed orientation relative
to the sample, display, t(43) = .294, p = .770, adj hp

2 = �.021, with
mean accuracy of .845 on the memory test when the orientation in
the search display matched the sample orientation and .847 when
it did not.
The analysis of RT was limited to correct search trials. To

eliminate the extreme outliers possible in an unsupervised
experiment, we first eliminated trials with RT less than 200 ms
(not plausibly based on target identity) and trials with RT
greater than 8,000 ms. Trials were further eliminated if an RT
value was more than 2.5 SD from a participant’s mean in each
of the three cuing conditions (valid, invalid, and neutral). Accu-
racy and outlier trimming led to the elimination of 5.47% of tri-
als. The RT analyses included both memory correct and
incorrect trials, because the memory test required different in-
formation (orientation) than was required to guide attention.
Note that RT analyses limited to memory correct trials pro-
duced the same pattern of results and statistical significance as
the full RT analyses, reported below.

Results

The primary analysis concerned mean manual RT on the
search task as a function of object match and validity (Figure
1C). The match condition data were entered into a 2 (same-
object-match, different-object-match) 3 2 (valid, invalid)
repeated measures analysis of variance. First, there was a reli-
able main effect of validity, F(1, 43) = 36.3, p , .001, adj hp

2 =
.445, with lower mean RT for valid trials (1,229 ms) than for
invalid trials (1,323 ms). Note that this effect was not only
numerically large (94 ms) but was also observed consistently
(across 38 of the 44 participants). Thus, there should have
been ample opportunity to observe a modulation of guidance
by object structure, if such modulation had been present. There
was no main effect of same/different object match, F(1, 43) =
1.97, p = .168, adj hp

2 = .022. Critically, there was no reliable
interaction between object match and validity, F(1, 43) = 1.24,
p = .272, adj hp

2 = .005. The validity effect was no larger in the
same-object-match condition (84 ms) than in the different-
object-match condition (104 ms); both validity effects were
statistically reliable (t(43) = 4.66, p , .001, adj hp

2 = .321 and
t(43) = 5.85, p , .001, adj hp

2 = .430, respectively). To further
explore this null effect, we calculated the one-sided Bayes
Factor for the contrast in validity effect magnitude between
the same- and different-object-match conditions, using the

method outlined by Rouder et al. (2009) and the BayesFactor
package in R. The test was one sided, because the alternative
hypothesis is that the validity effect should have been larger in
the same-object-match condition. The Bayes Factor analysis
indicated that the data were 12 times more likely to have been
generated by the null model than by the alternative model
(BF01 = 12.0).

We conducted two secondary analyses. The first examined
whether there were both costs and benefits of VWM match. Col-
lapsing across same/different object match, RT was reliably lower
in the valid condition than in the neutral condition, t(43) = 3.77,
p , .001, adj hp

2 = .231, and reliably higher in the invalid condition
than in the neutral condition, t(43) = 4.61, p , .001, adj hp

2 = .315.
The second examined whether there was an effect of same/changed
orientation in the search display, which could indicate guidance by
remembered orientation. Again collapsing across same/different
object match, the magnitude of the validity effect did not differ as a
function of same/changed orientation, F(1, 43) = 1.62, p = .210, adj
hp
2 = .014, consistent with our assumption that there would be mini-

mal guidance on the basis of remembered orientation (Hulleman,
2020).

Discussion

We observed robust guidance of attention by the contents of
VWM in a search paradigm in which remembered features did not
predict the target location. However, this guidance was no larger
when the two matching features came from the same object in
VWM versus from two different objects in VWM. Thus, the
results are consistent with a model of VWM in which feature val-
ues belonging to an object are maintained separately and have in-
dependent effects on the guidance of attention.

One possible concern with this design is that the guidance of
attention may have been dominated by only one of the two fea-
ture dimensions. For example, if only color match influenced
attention, that would also have produced equivalent guidance in
the same- and different-object match conditions, as there was
one color match to memory in both conditions. To confirm that
both color and shape guide attention in this paradigm, we ran a
control experiment (Figure 1D). This experiment was identical
to Experiment 1, except that when there was a match to memory,
the match was only on a single dimension. Specifically, in the
shape-match condition, one search object matched the shape of one
of the two memory items (but neither of the colors). In the color-
match condition, one of the search objects matched the color of one
the two memory items (but neither of the shapes). This allowed us
to assess guidance by the two dimensions independently.

Table 1
Mean Search Accuracy and Memory Accuracy for Experiment 1

Measure Neutral

Same object match Different object match

Valid Invalid Valid Invalid

Search accuracy 0.973 (.004) 0.976 (.005) 0.965 (.006) 0.973 (.006) 0.971 (.004)
Memory accuracy 0.854 (.014) 0.848 (.016) 0.848 (.016) 0.843 (.017) 0.844 (.015)

Note. Standard errors of the means are in parentheses.
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Fifty-six new participants (18–30 years old) completed the control
experiment, with 42 meeting inclusion criteria.2 Mean accuracy data on
the search and memory tasks are reported in Table 2.3 For the RT analy-
sis, 5.46% of the data was eliminated based on the criteria used in
Experiment 1. The RT data are reported in Figure 1E. The match condi-
tion data were entered into a 2 (shape match, color match)3 2 (valid, in-
valid) repeated measures ANOVA. First, there was a reliable main effect
of validity, F(1, 41) = 10.0, p = .003, adj hp

2 = .176, with lower mean RT
for valid trials (1,181 ms) than for invalid trials (1,211 ms). There was no
main effect of shape/color match, F(1, 41) = .264, p = .610, adj hp

2 =
�.018, and no reliable interaction between these factors, F(1, 41) = .056,
p = .815, adj hp

2 = �.023. The validity effect was reliable in both the
shape-match condition, t(41) = 2.52, p = .016, adj hp

2 = .113, and in
the color-match condition, t(41) = 2.17, p = .036, adj hp

2 = .081. Thus,
the control experiment indicates that both shape match and color match
guide attention in this paradigm, with broadly equivalent validity effects.
Further, we examined whether the validity effect in the control experi-
ment was reliably reduced relative to that in the main Experiment 1.
Such an effect would indicate greater guidance by two feature matches
(main experiment) versus just one (control experiment). The validity
effect data from Experiment 1 were collapsed across same- and differ-
ent-object-match, and the validity effect data from the Experiment 1 con-
trol were collapsed across shape and color match. The mean validity
effect was reliably larger in Experiment 1 (94 ms) than in the Experiment
1 control (30 ms), t(84) = 3.45, p, .001, adj hp

2 = .114, consistent with
guidance by both shape and color in the main experiment.

Experiment 2

In Experiment 1, the memory task did not require explicit feature
binding; it could have been completed by remembering features inde-
pendently of objects. This is actually a common property of experi-
ments probing binding in VWM. For example, the original studies
supporting a direct binding model (Luck & Vogel, 1997; Vogel et al.,
2001) did not explicitly require memory for binding. And the original
studies supporting an indirect binding model also did not require
memory for binding (Kahneman et al., 1992; Wheeler & Treisman,
2002). In both hypotheses, features from an object are proposed to be
bound (directly or indirectly) as an automatic consequence of attend-
ing to the object and encoding it into VWM. Nevertheless, to provide
an even stronger test of possible object-based guidance, we modified
the paradigm in Experiment 2 so that the memory task strongly
encouraged participants to maintain feature bindings in VWM.

Method

Participants

Seventy-one new participants (18–30 years old) were recruited from
the University of Iowa undergraduate subject pool and participated for
course credit. Participants were excluded based on the same criteria as
used in Experiment 1. Forty-one participants met inclusion criteria. Of
these 41, 23 were female, 15 were male, and three did not report gender.
The larger proportion of eliminated participants in this experiment was
driven by increased difficulty of the memory task, as described below.

Stimuli and Procedure

The stimuli and procedure were the same as in Experiment 1,
except that the memory task was modified to require memory for

shape-color bindings (Figure 2A). Participants were instructed to
remember the two combinations of shape and color. All object
shapes were presented in the 45° orientation, since there was no
longer an orientation memory component to the task.

For the design of the memory test, it is nontrivial to ensure that par-
ticipants must remember shape-color bindings and also that they must
remember both of the two objects. For example, a design in which a
“changed” test display constituted two objects with a recombination of
features could be solved perfectly by memory for only one of the two
objects. Limiting the test array to a single object (same binding or fea-
tures swapped) is subject to a similar problem. To illustrate this, imag-
ine that the memory array consists of a blue leaf and a red paddle
(Figure 2A). The participant only encodes the blue leaf. If the single
test item has both remembered features (blue leaf), the participant
responds “same.” If it has neither (red paddle), the participant also
responds “same.” If it has only one of the remembered features (blue
paddle or red leaf), the participant responds “changed.” Thus, a simple
rule would potentially produce optimal performance based on memory
for only one object: If the test object has just one of the two remem-
bered features, respond “changed”; otherwise, respond “same.” To
eliminate this possibility, a test condition is needed in which a change
is introduced by adding a feature value that was not present in the
memory array (e.g., a yellow leaf). Then, if one remembers only one
object, there will be trials in which neither test feature matches mem-
ory, but the correct response is not “same.”

This design was implemented as follows. One test object was dis-
played at the end of each trial. The test object was either the same as
one of the two memory sample objects (same response), it was a
recombination of two of the originally displayed feature values
(changed response), or it consisted of one remembered value and a
new value (shape or color) that had not appeared in the memory sam-
ple array (changed response). On each trial, the test condition was ran-
domly selected from these three possibilities, leading to approximately
one-third of trials in each condition. In the same condition, the test
object was randomly selected from the two possibilities, and it
appeared at its original location. In the recombined change condition,
the test object was chosen randomly from the two possible recombina-
tions, and location was selected randomly from the two possibilities.
Finally, in the change condition with one old and one new feature
value, the old value was chosen randomly from the set of four possible
remembered values. The new value was selected randomly from the
three remaining values on the complementary dimension (i.e., those
that had not been used in the memory sample display). The test object
appeared at the location originally occupied by the old feature value.

The search task was identical to that in Experiment 1, except all
objects appeared in the 45° orientation.

As in Experiment 1, participants completed nine blocks of ex-
perimental trials. Each block contained 40 trials: 16 trials in the
neutral condition, 12 in the same-object-match condition, and 12

2 Due to a coding error, gender was not recorded for 27 of these 42
participants. For the remaining 15, 11 were female, and four were male.

3 For search task accuracy, there was no reliable effect of match
condition (neutral, shape match, color match), F(2, 82) = 0.864, p = .425,
adj h2 = �.003. For the two match conditions, there was also no effect of
validity on search accuracy, F(1, 41) = 0.222, p = .640, adj h2 = �.019. For
memory task accuracy, there was no reliable effect of match condition
(neutral, shape match, color match), F(2, 82) = 0.843, p = .393, adj h2 =
�.002. For the two match conditions, there was no effect of validity on
memory accuracy, F(1, 41) = .003, p = .960, adj h2 =�.024.
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in the different-object-match. Within these sets of 12 trials, four
were in the valid condition and eight in the invalid condition.
There was no manipulation of match between memory and search
orientations, as all objects appeared in the 45° orientation.

Data Analysis

Mean accuracy on the search task was uniformly high (see Table
3). There was no reliable effect of match condition (neutral, same
object, different object), F(2, 80) = .282, p = .755, adj hp

2 = �.018.
For the two match conditions, there was also no effect of validity on
search accuracy, F(1, 40) = 1.56, p = .219, adj hp

2 = .014.
Mean memory test accuracy was .759 (SEM = .022) for the same

condition, .821 (SEM = .017) for the recombination change condition,
and .851 (SEM = .014) for the new feature change condition. Mean
memory accuracy as a function of the search conditions is reported in
Table 3, collapsing across the three test types. There was no reliable
effect of match condition (neutral, same object, different object), F(2,
80) = .44, p = .643, adj hp

2 = �.014. For the two match conditions,
there was a reliable effect of validity, F(1, 40) = 7.79, p = .008, adj
hp
2 = .142, with higher mean accuracy in the valid condition (.825)

than in the invalid condition (.801), but this effect did not interact with
same-/different-object, F(1, 40) = .682, p = .008, adj hp

2 =�.021.
For the RT analyses, 5.49% of trials was eliminated using the

same criteria as in Experiment 1. As in Experiment 1, the RT analy-
ses included both memory correct and incorrect trials. Analyses lim-
ited to memory correct trials produced the same pattern of results and
statistical significance as the full RT analyses, reported below.

Results

The mean manual RT results are illustrated in Figure 2B. The
match condition data were entered into a 2 (same-object-match,
different-object-match) 3 2 (valid, invalid) repeated measures
ANOVA. First, there was a reliable main effect of validity, F(1,
40) = 92.2, p , .001, adj hp

2 = .689, with lower mean RT for valid
trials (1,412 ms) than for invalid trials (1,616 ms).
There was no main effect of same/different object match,

F(1, 40) = 0.931, p = .340, adj hp
2 = �.001. Critically, there was no

reliable interaction between these factors, F(1, 40) = 1.69,
p = .201, adj hp

2 = .017. The mean validity effect was 218 ms in
the same-object-match condition and 191 ms in the different-
object-match condition; both validity effects were statistically
reliable (t(40) = 8.39, p , .001, adj hp

2 = .628 and t(40) = 9.01,
p , .001, adj hp

2 = .662, respectively).4 The one-sided Bayes Fac-
tor analysis indicated that the data were 1.5 times more likely to
have been generated by the alternative model than by the null
model (BF01 = 0.66). Thus, although we cannot draw strong conclu-
sions in favor of the null model from this experiment, the data also
provide no strong evidence to support an object-based advantage.

In addition to this main analysis, we again examined whether there
were both costs and benefits of VWM match. Collapsing across
same/different object match, RT was reliably lower in the valid con-
dition than in the neutral condition, t(40) = 6.80, p , .001, adj hp

2 =
.524, and reliably higher in the invalid condition than in the neutral
condition, t(43) = 4.27, p, .001, adj hp

2 = .296.

Discussion

In Experiment 2, we created conditions that should have been highly
conducive to observing a same-object advantage, had it been present.
First, we tested the modulation of a validity effect that was both numeri-
cally robust (on the order 200 ms) and observed consistently (across 40
of the 41 participants). Second, the memory paradigm strongly encour-
aged strategic maintenance of bound object representations, and it could
not have been performed optimally without such representations. Yet,
there was no strong evidence to indicate that attention guidance was
more robust when the matching search item was identical to a remem-
bered object than when it matched features drawn from different remem-
bered objects. To further quantify the relative evidence for the presence/
absence of a same-object advantage, we conducted the Bayes factor
analysis over the combined data from Experiments 1 and 2. Under the
theories for which we are generating predictions, feature binding
(whether direct or indirect) is an automatic consequence of VWM
encoding; from this perspective, the two experiments are essentially
identical. The combined data were 7 times more likely to have been gen-
erated by the null model than by the alternative model (BF01 = 6.99).

As in Experiment 1, it is important to ensure that both color and
shape guide attention in this version of paradigm. Thus, we ran
another control experiment that was identical to Experiment 2, except
that when there was a match to memory, the match was only on a sin-
gle dimension (color or shape). Sixty-five new participants completed
the control experiment, with 41 meeting inclusion criteria (20 female,
17 male, and four not reporting). Mean accuracy data on the search
and memory tasks are reported in Table 4.5 For the RT analysis,

Table 2
Mean Search Accuracy and Memory Accuracy for the Experiment 1 Control Experiment

Measure Neutral

Shape match Color match

Valid Invalid Valid Invalid

Search accuracy 0.970 (.005) 0.964 (.005) 0.967 (.006) 0.973 (.005) 0.967 (.006)
Memory accuracy 0.857 (.012) 0.859 (.013) 0.851 (.014) 0.845 (.016) 0.852 (.012)

Note. Standard errors of the means are in parentheses.

4 The larger validity effect in Experiment 2 compared with Experiment
1 is consistent with a known difference between attention guidance by task-
relevant versus incidental features, with the former generating more robust
guidance (e.g., Hollingworth & Luck, 2009).

5 For search task accuracy, there was a reliable effect of match condition
(neutral, shape match, color match), F(2, 80) = 4.43, p = .015, adj h2 = .089, with
mean accuracy of .972 in the neutral condition, .976 in the shape-match condition,
and .981 in the color-match condition. Given that the RT results concerned
validity effects within each dimension, this difference does not impact
interpretation the main RT analyses. For the two match conditions, there was no
effect of validity on search accuracy, F(1, 40) = 0.765, p = .387, adj h2 =�.006.
For memory task accuracy, there was no reliable effect of match condition
(neutral, shape match, color match), F(2, 80) = 0.088, p = .916, adj h2 = �.023.
For the two match conditions, there was no effect of validity on memory
accuracy, F(1, 40) = .152, p = .699, adj h2 =�.021.
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5.17% of the data was eliminated based on the criteria used in
Experiment 1. The RT results are reported in Figure 2C. The match
condition data were entered into a 2 (shape match, color match) 3
2 (valid, invalid) repeated measures ANOVA. First, there was a
reliable main effect of validity, F(1, 40) = 58.3, p , .001, adj hp

2 =
.583, with lower mean RT for valid trials (1,332 ms) than for

invalid trials (1,430 ms). There was no main effect of shape/color
match, F(1, 40) = .655, p = .423, adj hp

2 = �.009. However, these
factors reliably interacted, F(1, 40) = 6.25, p = .017, adj hp

2 = .113,
with a larger validity effect for color match (126 ms) than for shape
match (70 ms). This difference between the two dimensions was
expected. The Experiment 1 method (orientation memory) was

Figure 2
Experiment 2 Design and Results
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Note. (A) Design and sequence of events in a trial of Experiment 2. Participants remembered the two feature combinations in the memory
sample display. In the memory test display, one test item was presented that was either the same as one of the two memory items, changed
via recombination of features from the sample display, or changed via the addition of one feature value that had not appeared in the sample
display. The search task and condition structure was same as in Experiment 1 (illustrated in Figure 1B). (B) Mean response time (RT) in
Experiment 2 as a function of match condition and validity. (C) In a control experiment, matches to memory in the search display were
only on a single dimension (see Figure 1D). Mean RT in the Experiment 2 control is displayed as a function of match condition and valid-
ity. In Panels B and C, the values represented by the bars are inset at the base of each bar. Error bars are condition-specific, within-subject
95% confidence intervals (Morey, 2008). See the online article for the color version of this figure.
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designed to reduce the inherent difference in guidance between
color and shape; this compensation was not used in Experiment 2,
and thus the standard advantage for guidance by color was
observed. Critically, however, the validity effect was statistically
reliable in both the color-match condition, t(40) = 7.94, p , .001,
adj hp

2 = .601, and in the shape-match condition, t(40) = 3.91, p ,
.001, adj hp

2 = .258. Thus, the control experiment indicates that both
shape match and color match guide attention in this version of
paradigm.
Further, we examined whether the validity effect in the control

experiment was reliably reduced relative to that in the main Experi-
ment 2. Such an effect would again indicate greater guidance by two
feature matches (main experiment) versus just one (control experi-
ment). The validity effect data from Experiment 2 were collapsed
across same- and different-object-match and were compared with the
larger of the two validity effects (color) from the Experiment 2 con-
trol. The mean validity effect was reliably larger in Experiment 2
(206 ms) than in the color match condition of the Experiment 2 con-
trol (126 ms), t(80) = 2.96, p = .004, adj hp

2 = .088, consistent with
guidance by both shape and color in the main experiment.

Experiment 3

So far, we have examined the guidance of attention by VWM under
conditions where remembered feature values did not predict the target
of search, and thus participants had no incentive to guide attention stra-
tegically. However, strategic control from VWM is central to theories
of attention and visual search (Bundesen, 1990; Desimone & Duncan,
1995; Hamker, 2005; Wolfe, 1994), and feature templates supporting
strategic selection are indeed maintained in VWM when the cued val-
ues change from trial-to-trial (e.g., Carlisle et al., 2011), as here. Thus,
it is important to test broad questions about the relationship between
VWM and attention in the contexts of both incidental and strategic
guidance (see, e.g., Bahle et al., 2020; Hollingworth & Bahle, 2020b).
In Experiments 3A and 3B, the paradigm was modified to probe the
strategic guidance of attention from VWM and its potential modulation
by object structure (Figure 3A). In both subexperiments, the participants
had incentive to use the memory display (now termed the cue display)
as a template for visual search. Because the search task itself created a

demand to maintain the objects in VWM, the end-of-trial memory test
was no longer necessary and was eliminated from the paradigm.

The search task in Experiment 3A was the same as in Experiments
1 and 2, except invalid trials were eliminated. On 60% of trials, a
cue-matching object was present in the display (same- or different-
object-match), and this object always contained the target letter, pro-
viding incentive to search strategically for matching objects. The
remaining 40% were neutral trials, in which no cue-matching features
were present. In Experiment 3B, we introduced a stronger manipula-
tion, in which selection based on memory was required to perform
the search task. Neutral trials were also eliminated, and all three
search objects contained a possible target letter (Q or P). Thus, partic-
ipants were required to find the search object that matched a cued fea-
ture and report the identity of the letter superimposed upon it. The
simplicity of this design allowed us to integrate single-feature control
conditions (as in the Experiment 1 and 2 control experiments) into
the main body of Experiment 3B. Specifically, there were four condi-
tions: same-object match, different-object match, shape match, and
color match, as illustrated in Figure 3A. In both experiments, we
expected robust guidance from VWM, and, in Experiment 3B, we
expected more efficient guidance with two matching features than
with only one (as in the comparisons between Experiments 1 and 2
and their respective control experiments). The critical contrast in both
experiments was search time between the same-object and different-
object match conditions.

Method

Participants

One hundred and five participants (18–30 years old; 46 in
Experiment 3A and 59 in Experiment 3B) were recruited from the
University of Iowa undergraduate subject pool and participated for
course credit. Participants were excluded if less than 80% of their
trials would have been used in the RT analysis. Forty-five partici-
pants met the inclusion criterion for Experiment 3A (35 female
and 10 male). Forty-one met the inclusion criterion for Experiment
3B (20 female, 18 male, and three not reporting).

Table 3
Mean Search Accuracy and Memory Accuracy for Experiment 2

Measure Neutral

Same object match Different object match

Valid Invalid Valid Invalid

Search accuracy 0.972 (.005) 0.974 (.006) 0.973 (.004) 0.977 (.005) 0.972 (.005)
Memory accuracy 0.813 (.015) 0.827 (.017) 0.807 (.016) 0.822 (.016) 0.796 (.016)

Note. Standard errors of the means are in parentheses.

Table 4
Mean Search Accuracy and Memory Accuracy for the Experiment 2 Control Experiment

Measure Neutral

Shape match Color match

Valid Invalid Valid Invalid

Search accuracy 0.972 (.003) 0.972 (.006) 0.979 (.003) 0.981 (.004) 0.980 (.004)
Memory accuracy 0.803 (.016) 0.797 (.018) 0.805 (.017) 0.811 (.016) 0.797 (.017)

Note. Standard errors of the means are in parentheses.
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Stimuli and Procedure

The stimuli and procedure were the same as in Experiments 1
and 2, with the following exceptions. First, all object shapes
were presented in the 45° orientation, as there was no orientation

memory component to the task. In addition, the end-of-trial
memory test was eliminated: Each trial consisted of a cue display
and a search display, separated by a 700-ms ISI.

The search task in Experiment 3A was the same as in Experi-
ments 1 and 2, except the invalid condition was eliminated. Each

Figure 3
Experiment 3 Design and Results
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Note. (A) Design and sequence of events in a trial of Experiments 3A and 3B. The method was the same as in Experiment 2, except the
colored shapes in the cue display predicted the location of the target letter, as invalid trails were eliminated. Moreover, In Experiment 3B
the neutral trials were also eliminated, and each object contained a possible target letter (‘Q’ or ‘P’), forcing participants to use the cued fea-
tures to find the matching object and report the identity of the superimposed letter. The memory test at the end of the trial was eliminated in
both experiments. (B) Mean response time (RT) in Experiment 3A as a function of match condition. (C) Mean RT in Experiment 3B as a
function of match condition. The values represented by the bars are inset at the base of each bar. Error bars are condition-specific, within-
subject 95% confidence intervals (Morey, 2008). See the online article for the color version of this figure.
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block contained 40 trials: 16 trials in the neutral condition and 24
trials in which a matching object was presented that contained the
target letter: 12 in the same-object-match condition and 12 in the
different-object-match condition.
The search task in Experiment 3B was modified so that cue infor-

mation was required to execute the appropriate response. Each search
display contained one object that matched either one of the feature
values from the cue display (shape or color) or two of the values
(from the same object or from different objects). Each of the three
objects in the search array contained a potential target letter (Q or P).
In a given display, there were always two examples of one target let-
ter and one of the other (i.e., two Qs and one P or two Ps and one Q,
randomly selected). The cue-matching object could either contain the
only example of that letter in the display or one of two examples.
This was randomly selected on each trial so that letter ratio did not
predict the correct response. Participants were instructed to find the
one object in the search array that matched either of the two cued col-
ors or either of the two cued shapes and to report the identity of the
letter on that object. Each of the 12 experimental blocks contained 40
trials, with 10 in each of the four conditions: same-object match, dif-
ferent-object match, shape match, and color match.
Participants completed a total of 360 experimental trials in

Experiment 3A and 480 trials in experiment 3B.

Data Analysis

For Experiment 3A, mean search accuracy did not differ as a
function of match condition, F(2, 88) = .388, p = .680, adj hp

2 =
�.014, with mean accuracy of .969 (SE = .004) in the neutral con-
dition, .970 (SE = .004) in the same-object-match condition, and
.966 (SE = .004) in the different-object-match condition.
For Experiment 3B, mean search accuracy was .922 (SE = .006) in

the same-object-match condition, .939 (SE = .006) in the different-
object-match condition, .821 (SE = .011) in the shape-match condition,
and .862 (SE = .011) in the color-match condition. Search accuracy
differed across conditions as expected by the fact that, in the same-
and different-object match conditions, two remembered features
defined the target object, whereas only one did in the two single-fea-
ture conditions. There was a reliable effect of the number of matching
features, with higher accuracy in the same- and different-object match
conditions than in the two single-feature conditions, F(1, 40) = 165.3,
p , .001, adj hp

2 = .800. For the object-match conditions, there was
also a reliable difference in search accuracy, t(40) = 2.71, p = .010,
adj hp

2 = .135, with higher accuracy in the different-object-match
condition than in the same-object-match condition, an effect in the
reverse direction than predicted by an object-based guidance hypoth-
esis. Finally, for the two single-feature conditions, accuracy was
higher in the color-match condition than in the shape-match condi-
tion, t(40) = 2.18, p = .035, adj hp

2 = .084, consistent the expectation
of more robust guidance by color than by shape (see Experiment 2).
For the RT analysis, accuracy and outlier trimming led to the elimi-

nation of 4.89% of trials in Experiment 3A and 14.3% of trials in
Experiment 3B (with the higher proportion due to lower accuracy).

Results and Discussion

Experiment 3A

RT results are presented in Figure 2B. There was a robust effect
of memory match. Mean RT in the same-object-match condition

was reliably lower than that in the neutral condition, t(44) = 4.38,
p , .001, adj hp

2 = .288, and RT in the different-object-match con-
dition was also reliably lower than that in the neutral condition,
t(44) = 4.32, p , .001, adj hp

2 = .282. Critically, there was no reli-
able RT difference between the same- and different-object-match
conditions, t(44) = .386, p = .701, adj hp

2 = �.020. The one-sided
Bayes Factor analysis (H1 = lower RT for same- than for differ-
ent-object match) indicated that the data were eight times more
likely to have been generated by the null model than by the alter-
native model (BF01 = 8.13).

One possible concern with this analysis is that some participants
may have ignored the cue information, limiting sensitivity to differen-
tial guidance as a function of object match. To examine this, we
probed whether there was a positive relationship between the magni-
tude of the overall cuing effect (neutral—match, collapsing across
same/different object) and the magnitude of a possible same-object
advantage (different—same). There was no evidence to indicate that
the participants who used the cue more effectively to guide search
exhibited a same-object advantage, with a nonreliable trend in the
reverse direction, r =�.12, t(44) =�.793, p = .432.

Experiment 3B

First, there was a reliable effect of the number of matching features
in the display, with lower RT in the same- and different-object-match
conditions (in which the target was defined by both shape and color
match) compared with the two single-feature conditions (shape and
color), F(1, 40) = 203.3, p, .001, adj hp

2 = .832. This effect remained
reliable when the object-match conditions were compared against the
faster of the two single-feature conditions (color), t(40) = 4.84, p ,
.001, adj hp

2 = .353. These results indicate that both feature dimensions
were used to guide search in the same- and different-object-match con-
ditions. For the single-feature control conditions, there was a nonreli-
able trend toward lower RT in the color-match condition than in the
shape-match condition, t(40) = 1.62, p = .113, adj hp

2 = .039, with the
direction of the trend consistent with the expectation that color would
provide more robust guidance than shape (see Experiment 2).

The critical analysis concerned the contrast between same- and
different-object match. There was no reliable RT difference
between these conditions, t(40) = .184, p = .855, adj hp

2 = �.024.
The one-sided Bayes Factor analysis (H1 = lower RT for same-
than for different-object match) indicated that the data were
approximately seven times more likely to have been generated by
the null model than by the alternative model (BF01 = 6.79).

To further quantify the relative evidence for the presence/ab-
sence of a same-object advantage, we conducted the Bayes factor
analysis over the combined same-/different-object match data
from Experiments 3A and 3B. The combined data were 11 times
more likely to have been generated by the null model than by the
alternative model (BF01 = 11.0).

In summary, two matching features from two different objects
in VWM generated strategic guidance that was no less efficient
than two matching features from a single object in VWM, consist-
ent with the hypothesis that guidance from VWM is feature-based,
applied independently for each remembered feature value.

General Discussion

In the present study, we asked whether object representations
control the interaction between VWM and the guidance of attention.
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To this end, we examined whether the guidance of attention by
objects matching two features in VWM was modulated by
whether the matching features were associated with the same
remembered object or with two different remembered objects. In
three experiments, two that probed incidental guidance and one
that probed strategic guidance, we found robust effects of memory
match on the allocation of attention. However, the magnitudes of
these effects did not reliably differ between and the same- and dif-
ferent-object-match conditions. The results indicate that the guid-
ance of attention from VWM is largely feature-based, with the
combined effect of individual-feature matches generating guid-
ance that is equivalent to that from whole-object matches.
These findings potentially contrast with those from a recent

study by Saiki (2016). Saiki asked whether the recognition of fea-
ture values maintained in VWM is organized by object structure
(see also Saiki, 2019). Participants remembered two objects on a
trial, each a color-shape conjunction, as in the present study. Then,
they completed a recognition memory test with a single test object.
To examine whether multiple remembered feature values simulta-
neously contribute to a common recognition decision (i.e., coacti-
vate in recognition), the test item matched either one remembered
feature value or two. Saiki found robust coactivation by multiple
matching features. Critically, coactivation was limited to the con-
dition in which the two values came from the same remembered
object; there was no coactivation when the two matching values
were drawn from different remembered objects. This contrasts
with the present results and, even more directly, with the results of
Bahle et al. (2020), who found robust coactivation in the guidance
of attention from two features associated with different perceptual
objects.
Although Saiki’s results could be used to argue for direct fea-

ture-to-feature binding in VWM, it is important to note that the
data provide no direct support for this conclusion. Features can
coactivate in recognition without being bound directly to each
other. The only requirement for coactivation is that two sources of
information converge to drive a common operation, such as deci-
sion or response selection (Miller, 1982; Mordkoff & Yantis,
1991). This could occur under both an integrated features model
and an independent stores model. Moreover, the observation of
coactivation only when the two features came from the same
remembered object could have been driven by retrieval dynamics
rather than by direct integration of features. Retrieval and recogni-
tion operations have already been shown to be strongly influenced
by remembered object location (Hollingworth, 2007; Hollingworth
& Rasmussen, 2010; Jiang et al., 2000; Kahneman et al., 1992). If
access to VWM representations in Saiki’s recognition task was
also organized by remembered location, then features associated
with the same location would tend to be retrieved at the same time
(allowing for coactivation), whereas features associated with dif-
ferent locations would not necessarily be retrieved simultaneously
(strongly limiting the possibility of coactivation).6 In summary,
then, a plausible explanation of the differing results is that the
Saiki study depended on explicit access to VWM, engaging posi-
tion-mediated retrieval, whereas the present study probed the
effects of VWM on other, ongoing cognitive operations without
the demand for retrieval.
It is also informative to compare the present results with those

of Berggren and Eimer (2018). In an event-related potential study,
they had participants search for two targets, each a conjunction of

shape and color. The magnitude and timing of the N2PC compo-
nent was measured for lateralized stimuli that either matched one
of the conjunction targets or was a recombination of features from
the two targets, similar to the present design. Berggren and Eimer
found that, in one experiment, the magnitude of the N2PC was
greater for targets than for distractors composed of recombined
target features, potentially consistent with object-based guidance
of visual search. Since the two targets in this study were the same
throughout the entire experiment, guidance was likely to have
depended on long-term memory (Carlisle et al., 2011) rather than
VWM, as studied here. The results raise the possibility that with
learning, template representations in LTM can be formed that
directly bind multiple surface feature attributes into an integrated
representation, constituting an important dissociation between
long-term templates and VWM. However, it is important to note
that Berggren and Eimer observed an effect of object structure in
only one of their two experiments, the effect was limited to the
late period of the N2PC, and the difference was statistically reli-
able only after a median split of the data based on an additional
theoretical assumption (that only one of the two target templates
guided attention at a time). Thus, we consider the issue of object-
based guidance from LTM to still need clarification.

In addition to the structure potentially introduced by feature
conjunctions, we have recently tested whether the guidance of
attention from VWM is influenced by structure imposed by the
locations of remembered objects. In Hollingworth and Bahle
(2020b; see also van Moorselaar et al., 2014), participants remem-
bered an object with an incidental color in preparation for a mem-
ory test at the end of the trial. In the search array, one item could
match the remembered color, this item was either the target or a
distractor, and this item either appeared in the original location of
the remembered object or in a different location. A match to the
remembered color produced both reliable costs (when the match-
ing item was a distractor) and benefits (when the matching item
was the target), as in the present study. However, neither effect
was modulated by position match, indicating that the guidance
operation was not strongly biased by remembered location. This
finding suggests that, although features are clearly bound to object
locations in VWM (Hollingworth, 2007; Hollingworth & Rasmus-
sen, 2010; Kahneman et al., 1992), the effects of feature mainte-
nance on other processes need not inherit this structure, with the
feature-based guidance of attention from VWM implemented
globally and independently of remembered location. Moreover,
this finding highlights the broad point that, when retrieval
demands are minimized in paradigms testing VWM structure,
object-based effects tend to be eliminated as well, consistent with
the proposal that they are often generated when remembered loca-
tion is used as a cue to explicitly retrieve associated features.

How might the architecture of VWM maintenance and VWM-
based guidance of attention be structured to accommodate the results

6 Note that the lack of a location effect in the Saiki (2016) study
(coactivation from features of the same remembered object was observed
independently of whether that object was in the remembered location or in
a different location) does not provide strong evidence that the features were
not bound to location. Again, coactivation requires only that two sources of
information are available simultaneously and contribute to a common
decision process. It is perfectly possible that features bound to the same
location in memory were accessed simultaneously whether or not that
location corresponded to the test location.
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discussed so far? We believe this requires three basic assumptions.
The first is a fundamental division between the mechanisms used to
maintain perceptual feature values over time and the mechanisms
used to code object location (Kahneman et al., 1992; Schneegans &
Bays, 2017). Specifically, in the object-file framework of Kahneman
et al. features of objects are indexed by their spatial locations over
time, with the representation of the spatiotemporal properties of
objects maintained separately from their surface feature properties.7

A plausible neural instantiation of this distinction would involve the
maintenance of surface features within modality-specific (and likely
feature-specific) sensory areas (Emrich et al., 2013; Harrison &
Tong, 2009; Quentin et al., 2019; Riggall & Postle, 2012; Serences et
al., 2009) and the maintenance of spatiotemporal indexes in parietal
systems (Hakim et al., 2019; Vogel & Machizawa, 2004) or, perhaps,
medial temporal systems (Rolls &Wirth, 2018).
The second assumption is that feature values are maintained

independently of each other (Wheeler & Treisman, 2002) and
are bound within the same object representation only by virtue of
being associated with the same spatiotemporal index. Again, this
is a central tenet of the object-file framework. It is consistent
with the present finding of insensitivity to object structure in the
guidance of attention, and it is consistent with only weak correla-
tions between the report of different feature values associated
with the same remembered object (Bays et al., 2011; Fougnie &
Alvarez, 2011; Fougnie et al., 2013). Recently, Schneegans and
Bays (2017) have formalized this assumption in a model that,
among other contributions, grounds the Kahneman et al. (1992)
descriptive model within current understanding of neural infor-
mation processing. In addition to this basic assumption of feature
independence, we assume that sustained activation in sensory
areas is implemented in a spatially global manner, with sensory
activation generalizing to retinotopically tuned populations cod-
ing locations other than that occupied by the encoded object
(Ester et al., 2009).
The third assumption is that a key locus of attentional guidance

from VWM occurs at a sensory level. Specifically, sustained activ-
ity in feature-specific sensory systems (Emrich et al., 2013; Harri-
son & Tong, 2009; Riggall & Postle, 2012; Serences et al., 2009)
filters new sensory input to enhance the response to stimuli that
match the content of VWM, thereby biasing attention toward loca-
tions containing matching features (Hollingworth et al., 2013a,
2013b). With no direct association between the activity of feature
values belonging to the same object, such guidance would be
implemented in a manner that was largely insensitive to object
structure, as observed here; guidance would be primarily feature-
based and not object-based. Moreover, with spatially global activ-
ity, attentional guidance would also be applied in a spatially global
manner (Martinez-Trujillo & Treue, 2004; W. Zhang & Luck,
2009) and independently of the original location of the remem-
bered object (Hollingworth & Bahle, 2020b; van Moorselaar et al.,
2014).

Conclusion

In summary, we propose that object-based effects in VWM
tasks typically arise at encoding (via consolidation that is mediated
by spatial attention) or in the course of explicit access (via the use
of location as a retrieval cue) but that features from the same
object are maintained independently of each other and are bound

only indirectly through shared spatial location (Kahneman et al.,
1992). Thus, if an operation involving VWM does not place strong
demands on access/retrieval, as in the present study, then individ-
ual feature values can influence other cognitive operations in a
manner that is largely independent of object structure. This would
allow a person to encode object representations (by attending to an
object and binding feature values to shared location) to remember
those objects (by maintaining this binding structure over time) and
to systematically retrieve information belonging to the same object
(by position-mediated retrieval) but to guide attention globally and
in a purely feature-based manner, via direct interaction between
the independent sensory activation of feature values and new per-
ceptual input.
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